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As you probably know, for many years I’ve been working on the theory of the mammalian forebrain. That is not yet complete, and was never an end in itself. The real aim was to throw light on a parallel endeavour, that complex disorder called schizophrenia. My big work on schizophrenia is now complete and published; so now I can relax a bit, and diversify. In particular, I’m getting interested in the politics of universities, partly with the aim of finding out why my biggest scientific work could be completed only by resigning a secure job in this university, to work freelance. No-one yet has given me an answer.

My title refers to interplay between ideas and empirical observations. Ideas are generally defined, supported and related to one another by reasoning, rather that by experiment. So, in a broader setting, one can identify this dichotomy as one which has split scholarly activity in Western traditions for the last 2500 years. This is the split between empiricism and rationalism, and that is my main theme. It has its impact on every area you can think of. For instance, in economic theory, it underlies the split between systems relying just on market mechanisms, and that involving state planning. In legal traditions it underlies the split between the English “common-law” tradition relying on evolving precedents from case-law, and the tradition on the continent of Europe relying more on legal statutes. When I taught in the Anatomy Dept, and marked scripts, I recognised two ways of doing the task - either with a detailed point-by-point scoring system, or, by reading the whole of an essay, think a little, blink twice, and then write down a number. Sometimes, before classes got too large, I did it both ways, and took the average. Again, I would be prepared to argue, it is the split between rationalism and empiricism. In general, for any of these examples, we need both approaches - and the best precedent we have for that synergy is our own cerebrum, where, I can also argue, the right hemisphere is mainly empiricist in orientation, the left (in standard right handed people) is rationalist, and the two normally work together.

With regard to scientific research, the split is between the experimenters and the theoreticians. Of course I’m a theoretician, but I am fully aware that I need the other approach if I am going to get anywhere, although, compared with physics, serious attention to theory in biology has always been severely neglected. I’m just about to move to the North Island, and in sorting out all my papers, I came across the draft of paper advocating theory in neuroscience. I submitted this to New Scientist in 1976, the year before I came to Dunedin, never published of course.

Before the seventeenth century, when science as we now know it became recognisable, the two approaches, empiricist and rationalist, had a long history of rivalry. Mainly the rationalist approach was dominant, largely because of the dominance of the Catholic church. In the seventeenth century, for the first time, and this is probably what distinguished European development from that of other civilizations with good technology, such as China, the two started to be combined. I’m going to trace this historical sequence over the last 2500 years. The eventual synthesis of the two traditions is seen best in the discipline from which science started, namely physics, sometimes called “natural philosophy”; and in that discipline you still see the synthesis alive and well today. The roots of biomedical science are somewhat different, and I want to spend some time comparing the natural philosophy tradition with that of which biomedical science, for the most part consists. 

Let’s start a long time ago, roughly two-thousand five hundred years ago, with the semi-mythical figure of Pythagoras.

--------------

Pythagoras

--------------

He, and others of the Pythagorean school, developed the first examples of abstract reasoning, something which probably distinguishes Western culture from other developed cultures. We know of this most directly in geometry, but the influence of his school of thought in due course had profound influence throughout mathematics, throughout Western philosophy, including moral philosophy - with the notion that there can be abstract moral principles, to be debated with the same abstract reasoning used in mathematics - as well as the philosophy underlying many Western legal systems. I quote Bertrand Russell on the lasting legacy of the Pythagoreans:

---------------------------------------------------------

“I do not know of any other man who has been as influential as he was in the sphere of thought”. 

---------------------------------------------------------

However, although abstract reasoning is part of science, Pythagoras was not a scientist. All that abstract reasoning was in the eternal world of the gods, and the Pythagoreans were not interested in mundane things like making empirical observations about the natural world. So, the Pythagoreans were the origin of Plato’s, and much later Descartes’ dualism between mind and matter. The only scholar of antiquity who combined abstract reasoning with empirical observation was Archimedes, with respect to leverage and hydrostatics.

The other ancient tradition contributing to the emergence of science was Hebraic. Here I owe a lot to the late Harold Turner of Auckland, who I met in his ninetieth year, and was greatly impressed by his clarity and depth of thouught, though I do not share all his views.

--------------------

Roots of Science

--------------------

Harold Turner points out the great difference between Hebraic and ancient Greek modes of thought. Rather than Greek dualism, where the eternal realm of reason reigns supreme over the transient physical world, the Hebraic tradition, in its attempts to grasp reality sees the world of spirit and ideas as an equal partner with the physical world. Turner calls this “duality” to distinguish it from “dualism”. That made it, in principle, a worthwhile endeavour to investigate the principles of how the physical world might behave, although it was only much later that that possibility was realized. You can see the sharp division between the Greek and Hebraic traditions in the attitude to sex. In the Greek tradition, in the early Christian era, we have the agonizing of St Augustine over sexual matters, whereas, in the old-testament Biblical record we have the bold line “Go forth, be fruitful and multiply.” Christianity, is generally a fusion of the Greek habits of thought dominated by abstract reasoning and the Hebraic tradition with a more equal balance between the world of ideas and the physical world. Of course Christianity contains many traditions. The Catholic tradition, to this day, is more Greek in tone, but there were others, perhaps less well-known, among early Christian scholars more influenced by the Hebraic tradition. Altogether, Turner argues, the eventual combination of these two traditions provided a world view in which science could emerge during and after the period called the Renaissance, especially with the two towering figures of Galileo and Newton.

I should say here that, if you were a scientist in modern day Arabic countries, you would put a question mark against the term “Renaissance” - meaning a rebirth of ancient learning - because there were very good scientist in the early centuries of Islam, who continued and developed Greek learning, including sophisticated mathematics, and some empirical studies. They had certainly grasped the idea that physical principles for the natural world observed on earth also applied in the heavens, thus challenging Aristotle’s view that the two were completely separate domains. Galileo knew of the work of Arabic scientists, in translation. For him, there was no rebirth, but continued development over many centuries from Greece, through Arabia and Persia in early centuries of Islam, to Renaissance Europe.

The next part of my story is about three figures in the sixteenth and early seventeenth century:

--------------

Copernicus

--------------

Nicholas Copernicus (1473-1543) was a polymath from Northern Europe (present day Poland), whose talents and interests included mathematics, astronomy, translator, Catholic cleric (he never joined the Protestant reformation, proceeding during his lifetime), military leader and economist. He did a little observational astronomy during a period at Padua in Italy, and is of course famous for proposing the heliocentric view of the solar system.  This was based on mathematics, not on new empirical observations.

----------------

Tycho Brahe

----------------

Tycho Brahe (1546-1601). He was a man of totally different stamp from Copernicus. A Danish Nobleman, he was a student in Leipzig, and while there, in 1563 he saw the alignment of Saturn and Jupiter one month away from the date predicted on the old Ptolomaic system. This discrepancy led him to resolve to undertake systematic regular long-term study of how the planets actually moved. In due course he enlisted the help of the King of Denmark, who gave him the use of a small island in the Baltic, which he called Uraniborg, where a palace was set up for his work. He recruited many assistants, to do the observations, all at night of course, and this was before the invention of telescopes, and others for the calculation involved. He produced accurate data on planetary motion night-by-night, on clear nights that is, over a period of about thirty years, and produced the best empirical data ever produced up to that point on any subject.

One of his calculator assistants was Johannes Kepler.

--------------------

Johannes Kepler

--------------------

 From a relatively humble background, in what is now south Germany, he was educated at the university of Tübingen, initially to become a protestant cleric. His mother had been imprisoned as witch, and I’ve seen the building in which she was held, not far from Tübingen. He was an imaginative young man, had a flair for mathematics, and secretly studied - and became convinced of - the Copernican system (although the university itself still taught the Ptolomaic system). When he joined Tycho Brahe, Brahe respected Kepler’s skills in computation, if not his belief in the Copernican system, and, in 1597, invited him to join him at Uraniborg. They worked together for a few rather fractious years, before Tycho Brahe died, leaving Kepler with a vast quantity of high quality empirical data, upon which he could employ his mathematical skills and theoretician’s imagination. On his death-bed, Tycho is said to have pleaded with Kepler not to adopt the Copernican system. Of course Kepler wouldn’t have a bar of it. Kepler soon made the momentous discovery, which put another nail in the coffin of the Ptolomaic system, that the planetary orbits were not circular. This defied Pythagorean notions of perfection, as well as two thousand years of teaching since Aristotle. With further work he discovered the mathematical system which did describe planetary orbits, first for Mars, then for other planets: they were elliptical, with the sun at one pole. Further study revealed the extraordinary finding that the area or sector swept out between a planetary orbit and the sun was equal in equal times, despite changes in computed velocity. He published this in 1609, and full astronomical tables based on this principle followed in 1627.

I offer some comments on these three people: Copernicus and Kepler were both theoreticians rather than experimentalists, Brahe was an empirical scientist. From what one can gather the first two had totally different temperaments from Brahe - vivid in imagination, but also concerned about rigour in mathematical reasoning, whereas Brahe, less imaginative, had a dogged, perhaps obsessive concern for getting the best possible data, regardless of theory and explanations. The two theoreticians needed little finance for their work, and worked as isolated individuals; Brahe needed big money and a big team. Kepler and Brahe, much as they needed each other’s skills, did not get on too well. Their different temperaments, and habits of thought were unlikely ever to be combined in one person, and relationships between the two types are likely to be tense. Overall, this example is probably the very first time that the rationalist and the empiricist approaches could work in synergy; and of course the combination provided Isaac Newton with a starting pointed for his own monumental work, seventy years later.

About this time we have the truly prophetic writings of Francis Bacon (1561-1626), the first to write on the basic method of what we now call “science”.

-----------------

Francis Bacon

-----------------

He is often held up a the first real advocate of empiricism, and compared with the two-thousand year dominance of the rationalist approach from Pythagoras, through the dominance of the Catholic philosophers, up to his own time, that is perhaps fair. But what he actually advocated was a measured balance between empiricism and rationalism. Here is a wonderful example of his elegant writing:

-----------------------------------------------------------------------------------

“Those who have handled sciences have been either men of experiment or men of dogmas. The men of experiment are like the ant, they only collect and use; the reasoners resemble spiders, who make cobwebs out of their own substance. But the bee takes a middle course: it gathers its material from the flowers of the garden and of the field, but transforms and digests it by a power of its own. Not unlike this is the true business of philosophy: for it neither relies solely or chiefly on the powers of the mind, nor does it take the matter which it gathers from natural history and mechanical experiments and lay it up in the memory whole as it finds it, but lays it up in the understanding altered and digested. Therefore from a closer and purer league between these two faculties, the experimental and the rational (such as has never been made), much may be hoped.

-----------------------------------------------------------------------------------

Now to Galileo and Newton. They both combined theory and experiment - or if you like, ideas linked by abstract reasoning, and observation. For Galileo however, the emphasis was more on experimental physics. He learned from his father, a professional musician, who did experiments on sound, that simple mathematical relationships could be found to describe the physical world. He developed a simple, form of integral calculus for his ‘inclined plane’ experiments on falling bodies; and he was the very first to introduce time as a quantitative variable into those mathematical relationships.

For Newton the emphasis was more on theory, especially the grand synthesis incorporating the laws of motion and the universal theory of gravitation. From today’s perspective it is a little difficult to comprehend what a staggering accomplishment that was. Considering the variety of views about causation which were hotly debated at the time, it might have seemed a little presumptuous for Newton to propose that the laws of motion and gravitation applied throughout all time and space. No-one before had ever stated scientific principles in such a bold, categorical and universal way. In fact, apart from all the details of the reasoning he used, he was guided by a very strict monotheistic belief, and I suspect he could not have been so bold without that belief.  For instance, he wrote:

---------------------------------------------------------------

“We must believe that there is one God or supreme Monarch, that we must fear and obey him and keep his laws and give him honour and glory”. The stars are all “constructed according to a similar design and subject to the dominion of One”. . . “God is the same God always and everywhere”.

----------------------------------------------------------------

In contrast to the vast systematizing of Newton, Galileo preferred, as a matter of principle, to tackle problems one-by-one. So, in confronting a problem about sunspots, he wrote

--------------------------------------------------------------------

“I shall not abandon the task [on sunspots] in despair. Indeed I hope this new thing will turn out to be of admissible service in tuning some reed in this great discordant organ of our philosophy - an instrument on which I see many great organists wearing themselves out trying vainly to tune the whole thing into perfect harmony. Vainly, because they leave (or rather preserve) three or four of the principle reeds in discord, making it quite impossible for the others to respond in perfect tune” 

---------------------------------------------------------------------

Galileo, who wrote in the vernacular, that is Italian, had a fine literary style, shown in that beautiful musical metaphor. The comparison with Newton brings out another basic difference between experimenters and theoreticians, the former moving systematically step-by-step, the latter look for overall grand syntheses.
Newton’s synthesis also provided a secure validation for the most fundamental concepts which guided science for hundreds of years. These were not only length (part of Greek science), and time (introduced in quantitative fashion by Galileo), but also mass (defined separately from weight), in terms of resistance to acceleration; and force, the cause of acceleration of massive bodies. Before Newton, words such as mass and force had no proper definition, just like the concept of schizophrenia today. It was the very solid reasoning of Newton, involving the quantitative relations between mass, length, time and force which validated the scientific definition of those concepts. We easily forget that formulation of really solid fundamental concepts is far more difficult than using those concepts once they have been formulated; by then, they seem so self-evident that we become blind to the times before they were formulated. But, since the time of Newton, it has been possible to define many other scientific concepts built up from that solid base.

In physics and chemistry, the interaction between ideas and experiments continued with figures like Michael Faraday and John Dalton. A form of theoretical reasoning emerged - of which there are now many examples - which I would like to call “cross-level explanation”.

-------------------------------

“cross-level explanation”. 

-------------------------------

In this, arguments are presented by which phenomena well known at a “higher level” can be accounted for by simple premises made about lower level processes. Often those premises are entirely hypothetical, because they cannot be evaluated by techniques currently available. We see this type of explanation in the reasoning leading Dalton to his atomic hypothesis, and later in the formulation of the kinetic theory of gases, by which the gas laws were accounted for in terms of motion and collision of hypothetical molecules. But it was with the Scottish mathematician, James Clerk Maxwell, where, for the first times one had a physicist who was almost entirely a theoretician.

-------------------

Clerk Maxwell

------------------

From that time, in physics, theoreticians and experimentalists have tended to be different people, with different skills and attitudes, both groups dependent on and respectful of the skills and attitudes of the other group - a synergy which has made progress in physics so rapid, and secure. One sees this synergy at its best in the twentieth century, for instance in the collaboration between Ernest Rutherford and Neils Bohr.

Let me now say something about the origin and history of biological science, as well as medical science which is somewhat similar. For the ancient Greeks - Aristotle for biology, Hippocrates for medicine - the origins were descriptive rather than based heavily on reasoning. Probably the Aristotelian idea of “final cause” - that things behave the way they do to fulfil some final goal - arose because Aristotle was much more experienced in biology than in physics, and living things do appear each to pursue their own final purpose. By the eighteenth century, descriptive biology was starting to be systematized, in the botanical classification of Carl Linneus. Linneus also developed a classification of diseases along similar principles. In the nineteenth century there was much debate on whether living things followed the same causal principles as revealed in physics, or, alternatively, that a special life force was involved.

Darwin’s grand synthesis developed from his own immersion in this tradition of systematized descriptive science, and related debates about geological history and biological classification. He realized that descriptive science was blind unless it was guided by at least preliminary theoretical notions: However, in my view, there is an important area of confusion about his theory. This comes about because there are two completely different components in his theory, which are almost always confused, the descriptive and the explanatory parts. As regards the descriptive part, the proposal is made that living things have been subject to continual change over geological time. This idea is much older than Darwin, but he put together so much evidence that his name must be linked to this idea. It is impossible to challenge that, unless you try to make out that the world is only a few thousand years old, and I’m not into that sort of thing. The explanatory part is of course the concept that evolutionary change was brought about by natural selection. On this Darwin was more cautious, and changed the emphasis of the first edition of Origin of Species, when he came to write later editions, giving natural selection a less exclusive role. A convincing case is made that it plays an important part in evolutionary change, by showing in countless examples how related species were adapted to the specific environments in which they had lived. Nevertheless, we actually do not know much in detail about how new species arise; and I’d like to suggest that we cannot know this, because it all depends on the immensely complex sequence of unique uncontrolled events of history, so different from the experiments of physicists, where every variable except the one under study are excluded or controlled. So, with regard to the explanatory part, the exclusive role of natural selection, which is axiomatic for most modern neoDarwinians, in my view it is a thesis which it is unproven and unprovable.

Let me make some more comments by way of historical comparison of biomedicine and physics. In biomedicine there was never a crystal clear dénoument, when new fundamental concepts suddenly came into sharp focus, validated by exact reasoning, as occurred in physics in the work of Newton. Some people think of Darwin as the equal of Newton, or even as the greatest philosopher of all time. I don’t really accept that. The concepts he dealt with - the concept of “a species”, of heritability, selection etc, and so on - were not so precise, always somewhat negotiable, and not the basis for exact predictive science.

Cross-level explanations, which I identify as the hallmark of historic advances in physics are sometimes found in biological science, but usually they come from biophysicists or others with physics background. One such example is the Hodgkin-Huxley account of the action potential, in terms of ionic fluxes in hypothetical ion-specific channels. The discovery of the self-stimulation phenomenon, by James Olds and Peter Milner, which John Reynolds will know about is a classic piece of cross-level reasoning. Milner, the theoretician of that pair, who is still alive - I’ve met him - originally studied engineering and physics. The most influential example is the Watson-Crick account of the structure of DNA, which is a beautiful cross-level explanation in the sense that it allows one, at least in principle, to explain replication of cells and organisms, and the facts of Mendelian genetics. Note however that Crick was by no means a typical biologist: His habits of thought were learned at the Cavendish Physics Laboratory in Cambridge. Such cases of cross-level explanation, elegant and influential though they are, are the exception rather than the rule in biomedicine.

More typical in biology and medicine is the style of research formulated in the nineteenth century by the physiologist, Claude Bernard. His objective was to establish the use of the scientific method in medicine. However, his concept of “scientific method” was rather different from that used in physics. He writes 

---------------------------------------------------------------------

“Proof that a given condition always precedes or accompanies a phenomenon does not warrant concluding with certainty that a given condition is the immediate cause of that phenomenon. It must still be established that when this condition is removed, the phenomenon will no longer appear”. 

--------------------------------------------------------------------

Note that this criterion is an empirical one based on the results of physiological experiments, not one based on exact reasoning, as in physics. One can make the same point about Robert Koch’s criteria for supposing a microbe to be the cause of a disease, or Henry Dale’s criteria for establishing that a particular chemical substance was a neurotransmitter. Other similar criteria are put forward in other areas of biomedicine. Such criteria are based primarily on correlations (a form of description) obtained after experimental intervention, or sometimes in naturalistic studies, not on reasoning from first principles. This is understandable, because living organisms are much more complex than the systems studied in physics, and exact reasoning makes no sense unless one has a more-or-less complete description of all relevant variables. There may also be limits to reasoning, even in principle, when one has a system with an apparently endless set of interlocking positive and negative feedback loops, with the possibility of interactions which, in a technical sense, are chaotic. So, “biological variation” is generally taken as a “fact of life”, often to be treated in a statistical sense, seldom investigated as a phenomenon in its own right, hardly ever explained. However, in the modern era when we have a more-or-less complete description of the human genome, this is being recognised as a definite weakness in the methods of biomedicine. In a document from the UK Treasury (“Science and Innovation Investment Framework”, 2004), there is a section entitled: “Systems biology (complexity of life)”, which starts as follows:

--------------------------------------------------------------------------------------

“Systems biology is the future in biology. It aims to understand organisms not as isolated parts but as integrated systems. It will transform understanding of complex living processes such as plant and animal development, immunity, brain function/behaviour, cellular regulation and signalling, and infection-disease. It unites traditionally separate scientific disciplines, by combining biological experimentation, mathematics and computer science to investigate and model life processes. Only with the combination of predictive modelling of biological function and experimental testing can research develop true insight into biological complexity.”

--------------------------------------------------------------------------------------

To give you further insight into thinking of UK Science administration, the recently appointed head of the Biotechnology and Biological Science Research Council, one Douglas B Kell, a microbiologist by training, recently wrote an article called “The virtual human: towards a global systems biology of multiscale, distributed biochemical network models”. The abstract begins with this gem: 

----------------------------------------------------------------------------------------

“There is an emerging recognition of the importance of modelling large-scale biochemical systems, with the ‘digital human’, an obviously desirable goal.”

----------------------------------------------------------------------------------------

To some extent, this emphasis on integrated systems biology is in line with the method that I have been advocating. The emphasis is different from the approach of Claude Bernard, where experimentation is dominant, and reasoning rather limited in its scope compared with its use in physics. Instead, as in the traditions from physics, the emphasis is on the interplay between theory and observation, reasoning and experiment having equal status, and where cross-level explanations are the objective. That it was never grasped by grant giving agencies in this country is part of the reason why I have been a free-lance researcher, right outside the country’s system of scientific organizations. However, the method which I have used, while somewhat similar to that in physics has some important differences, and is also rather different from that in the quotations I have just read. I do see some role for mathematics and computer modelling, in the areas of brain function I have been concerned with, and in my book there is one specific area where I seek collaboration with scientists who have skills in this area. However, in my view this is useful in special carefully-defined areas. Specifically, I think these methods can throw important light on the electrophysiology of single neurones, or the abstract principles of neural network interaction. Analysis using computer simulation or mathematical reasoning of the reality of complex biological systems, such as the real brains or structures within them, I think is not very helpful, and perhaps wasteful. There are far too many “floating” parameters, and the limits to exact reasoning set by chaos theory preclude exact predictions. The real difficulty is that, because the systems are very complex, one needs a much larger basis of facts than in physical systems, before reasoning can be successful; and when you have that basis in facts, the actual steps of reasoning may often be relatively simple. So, to construct those cross-level explanations, the area where I see room for much greater emphasis is in very systematic, and very large scale scholarship, guided by relatively simple reasoning. Only with such scholarship can one begin to get a feel for the full complexity of a biological system. Relatively simple reasoning leads first to small-scale preliminary conjectures or predictions, which can then be checked against the wealth of published empirical information; occasionally predictions are made on which no data exist, so then the ball is in the experimenters court; and by repetition and extension, small-scale conjectures build up into larger theories. I have sometimes referred to the reasoning here as “informal”; but Rob Ballagh, professor of physics and a theoretician, says I should not belittle myself in that way, pointing out that major steps in physics theory depend as much on sudden subjective insights of how things fit together, as on sophisticated formalized mathematics.

I want to emphasise the contrast between the long-established tradition of theory in physics, and the rather different tradition in biomedicine, formulated by Claude Bernard, by describing two recent periods of scientific history, one in physics the other in biomedicine. There are some important lessons to be learned from this comparison. Both have undoubtedly had direct influence on many millions of people, and I have some sort of connection with both of them.

The first is the period from 1932 to 1945 in physics. In 1932, James Chadwick of the Cavendish physics laboratory in Cambridge discovered a little entity called the neutron, a fundamental building block of matter.

--------------------

James Chadwick

--------------------

A year later the Hungarian engineer and theoretical physicist, Leo Szilard proposed that there could be such a thing as a neutron chain reaction.

-----------------

Leo Szilard

--------------- 

By 1935 he was a refugee in UK, and realizing the military potential of this idea, he assigned the patent to the UK admiralty. In 1938 the idea arose, partly from experiment, partly from theory, that under bombardment of the uranium isotope 235 with neutrons, U235 splits into smaller atoms, with release of lots of neutrons. So it was realised that the chain reaction proposed in principle by Szilard would actually work, for that uranium isotope; and that, in due course, led to the Manhattan project, the atom bomb, and later, controlled generation of electricity in nuclear power stations. I’m not saying anything about the morality of that, which will be for ever controversial; but I do want to point out the astonishing speed of the development: Only thirteen years from initial insight, and experiment, to “proof of concept”, to its practical implementation. I’m not talking about the urgency of wartime research. One could say the same about the whole of the fifty-year period in physics from 1890 to 1940, upon which most of modern technology is based. I focus on that piece of history because I have grown up with it. My father was a doctoral student in Chadwick’s laboratory in 1932. It was the depression years. Research budgets of those days would make the proverbial shoestring seem quite lavish. At the Cavendish, they needed higher voltages than they could get from the mains, which meant they needed coils. It was before the start of the electronic industry. So, they wound their own coils.

The other story, now in biomedicine, is about antipsychotic drugs. They were discovered serendipitously in the early 1950s, and it was realised very quickly, that, apart from their therapeutic effect, they caused very unpleasant motor side effects. In the mid-1950s, a German psychiatrist/neurologist H.-J.Haase proposed that the dose which produced the least detectable motor side effects, and he used a very sensitive handwriting test, was the dose which produced all or almost all of the therapeutic benefit.  In the mid-1960s a full book was written about this idea, in English, with Paul Janssen, founder of Janssen pharmaceuticals as one of the co-authors. The doses of antipsychotic drugs recommended by Haase’s method varied very much between patients (ten-fold or more), but were generally much lower than the doses recommended by most pharmaceutical companies. Haase’s idea was never widely adopted. As a result many patients have been over-dosed, and have develop long-lasting and largely irreversible complications, including the abnormal movements of tardive dyskinesia. Recent re-evaluation of Haase’s idea, by J.P.McEvoy et al, in 1991, showed his idea to be largely correct. If Haase’s ideas had been followed up more quickly, probably many patients would have been spared those serious, difficult-to-treat, complications. Now one could spend time discussing the role of pharmaceutical marketing strategies in this disastrous piece of history. What I do want to point out is how pathetically slow the progress was. John Maynard Keyes said “In the long run, we are all dead”. We actually need solutions to practical problems long before that.

Even now we have very little in the way of rational guidelines to the optimal dose for these drugs taylored individually to each patient. Instead the recommendations are based on group averages. A few weeks ago I sent off a paper on a subject I written about many times before, to try and make theoretical sense of this tragic field of research, based on fundamental understanding of the part of the brain called the basal ganglia. It is a topic on which I write with some feeling, because, as a young man I suffered a serious psychotic disorder, and was put on these drugs in what were then standard doses. I eventually discovered by my own assiduous and dangerous experimentation that the correct dose was one sixth to on eighth of what I was actually prescribed. So I lost two or three years of active life because I was excessively sedated. In the aftermath of one period in hospital, in 1976 I published my very first theoretical paper on this subject. It started from a few facts: That the antipsychotic drugs were dopamine antagonists, and dopamine was an internal reinforcement signal in the brain underlying instrumental conditioning; and my own personal experience that the symptoms of a florid psychotic episode take weeks or months to abate after start of medication, even though the relevant pharmacological receptors were blocked within hours. From that I developed the idea that psychosis was a pathological exaggeration of a form of learning; and a prediction could then have been made that drug therapy was as much a function of duration of treatment (on a time scale of weeks or months) as it was of dose. That bit of theory has also been ignored until the last few years. If it had been taken seriously sooner, it might have provided a rational basis supporting the lower doses recommended by Haase’s method.

What holds back biomedical research? In part an unwillingness to take theory seriously. In biology, as I have already explained, that is partly because of the much greater complexity than in physical systems, and I’ve suggested that we are now in a position to overcome that obstacle, and provide real explanations. Why has medicine, not least psychiatry, failed to take theory seriously? Many reasons perhaps, but I will focus on just three.

The first may be a general characteristic of medical compared with science education. The primary experience in medical education is the encounter, one-on-one between doctor and patient, totally uncontrolled in any scientific sense. So physicians tend to be very sceptical of any attempt to explain anything based on such encounters. That’s exactly as it should be, and I’m not complaining; medicine at that level is more of an art than a science. In addition, in medical education, would-be physicians are rarely exposed to examples of true cross-level explanations, as a student in physics would be. Instead there are many references to risk-factors and other correlations, which are confused with true explanations. Unfortunately, when such physicians become researchers, the same habits of mind stick with them, and they carry over into the research field the same scepticism or ignorance of true explanations. Induction, based on clinical experience prevails. Deduction, based on understanding mechanisms is suspect. Indirect inference about what might be going on is second class. The archetype of this rigid empiricism is the apostle St. Thomas, who, you may remember, was a physician, and actually wanted to feel the holes in Christ’s hands. Nothing less direct would suffice.

A second major difference between medical education and true science education is that, very often, in medicine there is a culture of respect for authority. One of the first people to really read my book on schizophrenia, a psychiatrist/neuroscientist in Auckland complemented me in an e-mail, saying it was authoritative. The comment was well-meant, but I can’t accept it. In real science, in my view, no person, and no organization should claim, or be given authority. The only authorities are abstract principles, that is the two concepts in the title of my talk, “sound evidence” and “sound reasoning”, especially if the two are combined. That combination is embedded deep in the traditions of physics, scarcely shows itself in medicine, and hardly ever in psychiatry. I should also say that a third abstract principle should also have authority, “sound ethics”, especially since the topic is schizophrenia.

My third reason is a constellation of political forces: These include the recent rise of empiricist notions, leading to the pure-blooded market philosophy which is currently dominant. In recent times this also leads to the rigid empiricism, and the demand for immediate outcomes, which now characterizes policy regarding bio-medical research. There are also commercial pressures from the companies who make expensive equipment and material for scientific research. Experimental research does of course need equipment and materials, so those companies have a vested interest in empiricist science, and are not likely to encourage a proper balance with theoretical research. Not to put too fine a point on it, they “have their hands in the till”.

To give you a clear indication of the doctrinaire empiricism which now pervades most of science here is a quotation from the UK Science Council. They saw fit to spend a year labouring on a new definition of science, which eventually read as follows:

--------------------------------------------------------------------------------------------

“Science is the pursuit of knowledge and understanding of the natural and social world following a systematic methodology based on evidence.”

--------------------------------------------------------------------------------------------

So, we have there a clear empiricist credo; but what became of the rationalist contributions to science?

There have been people who have thought that, as a theoretician, I wanted to compete with the experimentalists. Nothing could be further from my wishes. Or others might think they can combine their undoubted skills as experimentalists, with those of a theoretician. As I have said, the different skills are hardly ever combined in high degree in the same person. I always wanted synergy between theoreticians and experimentalists, as in physics, with mutual respect, and interdependence between theory and experiment, and between the complementary but quite different skills of theoreticians and experimental scientists. After more than thirty years, I am quite unrepentant.

The issue has big implications for the policies used to administer research, especially in biomedicine. I’m not making any statement about how much money should be available, how big the cake should be; but however big the cake turns out to be, I have often suggested, and some of you may have heard me say this, that it should be split in two, divided equally between experimentalists and theoreticians. Actually, I have been forestalled in my recommendations - by nearly 400 years, by, guess who - Francis Bacon. In about 1609 there was a famous shipwreck in the Caribbean, the survivors being cast away on an archetypal desert island, and later they were rescued, got to the New World, and eventually back to England. This is what inspired Shakespeare’s last play, “The Tempest”; but it also inspired his contemporary, Francis Bacon, in a work published after his death called “The New Atlantis”. Like a lot of fictional writing of the time, it was using the situation of the “great unknowns” in far-way places, in the Age of Discovery to develop ideas about possible better civilizations. So in the civilization conceived in Bacon’s work, right at the end, he makes some proposals about the scientific academy he envisages, including some detail about the deployment of labour therein:

------------------------------------------------------------------------------------

We have three that try new experiments, such as themselves think good. These are called Pioneers or Miners. We have three that draw the experiments of the former into titles and tables, to give better light for the drawing of observations and axioms out of them. These we call Compilers. We have three that bend themselves, looking into the experiments of their fellows, and cast about how to draw out of them things of use and practice for men’s life. . . . .Then, after divers meetings and consults of our whole number, to consider of the former labours and collections, we have three that take care out of them to direct new experiments, of a higher light, more penetrating into Nature than the former. These we call Lamps. We have three others that do execute the experiments so directed, and report them. These we call Inoculators

--------------------------------------------------------------------------------------

In summary: It is my firm belief that, in biomedicine, as previously established in physics, progress would go further be much faster, more secure, and much cheaper, if we could achieve that same synergy between ideas and experiment, between empiricism and rationalism. Currently research policy is dominated by the principle “research equals money”, and of course dedicated theoreticians fit nowhere into that scene. However, the present time, when the bottom is falling out of world’s financial systems, might just be the right time to make it happen.



